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Summary 

NMR studies of symmetric multimers are problematic due to the difficulty in distinguishing between 
intra-, inter-, and co-monomer (mixed) NOE signals. Previously, one of us described a general calcula- 
tion strategy called dynamic assignment by which this difficulty can be overcome [Nilges, M. (1993) 
Proteins, 17, 297-309]. Here we describe extensions to the method for handling many co-monomer 
NOEs and for taking advantage of prior knowledge of monomer structures. The new protocol was 
developed for the particularly difficult case of leucine zipper (LZ) homodimers, for which the previous 
protocol proved inefficient. In addition to the problem of dimer symmetry, LZs have a particularly high 
proportion of co-monomer NOE signals and a high degree of repetition in sequence and structure, 
leading to significant spectral overlap. Furthermore, the leucine zipper is a rather extended (as opposed 
to globular) protein domain; accurately determining such a structure based only on the very short 
distances obtainable by NMR is clearly a challenge to the NM R structure determination method. We 
have previously shown that, for LZ homodimers, many of the backbone-backbone NOESY cross peaks 
can be unambiguously assigned as intra-monomer, enabling approximate monomer structures to be 
calculated. Using model and experimental data sets, we verified that the new protocol converges to the 
correct dimer structure. The results show that short-range NMR distance data can be sufficient to define 
accurately the extended LZ. The protocol has been used to derive a novel solution structure of the c-Jun 
LZ domain. Based on these calculations, we propose the protocol as a prototype for the general case 
of symmetric multimers where the monomer structure is known. 

Introduction 

Quite often in protein 1H N M R  spectra, nuclei from 
different hydrogen atoms on the same polypeptide chain 
have indistinguishable resonant frequencies; we refer to 
this as dispersion degeneracy. N O E  cross peaks which 
occur at degenerate frequencies can be converted to ambi- 
guous distance restraints (Nilges, 1993). In some cases 
(methyl, methylene, or ring protons), the problem of  
ambiguity can be overcome using pseudoatoms (Wiithrich 

et al., 1983) or {r -6) averaging methods (Briinger et al., 
1986). In general, however, conventional structure calcu- 
lation methods cannot use ambiguous restraints directly. 
Hence, the remaining ambiguous restraints are normally 
excluded from initial structure calculations; some are 
assigned later using iterative strategies. 

Proteins often occur as symmetric multimers; in such 
cases, we cannot  afford to ignore ambiguous data. In a 
perfectly symmetric multimer, all symmetry-related hydro- 
gens will have equivalent magnetic environments, hence 
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they will be degenerate (i.e., only one monomer is 'seen' 
in NMR spectra); we refer to this as symmetry degener- 
acy. Dispersion degeneracy and symmetry degeneracy are 
quite distinct: while dispersion degeneracy can in principle 
be improved with more highly resolved spectra or better 
acquisition, symmetry degeneracy cannot. In NOESY 
spectra of multimers, each NOE cross peak falls into one 
of three classes: (i) 'intra-monomer', those arising solely 
from dipolar coupling between protons within the same 
monomer; (ii) 'inter-monomer', those arising solely from 
coupling between protons on different monomers; and 
(iii) we introduce the term 'co-monomer' to describe NOEs 
which arise from both couplings between protons on the 
same monomer and couplings between protons on differ- 
ent monomers. In the case of symmetric multimers, due to 
symmetry degeneracy it is not possible a priori to distin- 
guish between intra-, inter-, and co-monomer NOE sig- 
nals, so in principle every distance restraint is ambiguous. 

Two experimental approaches to the symmetry degen- 
eracy problem have been tried. In the first method, deu- 
terated analogues of the protein are made and mixed with 
the protonated protein; comparing cross-peak intensities 
with those from spectra of the fully protonated protein 
enables some discrimination between intra- and inter- 
monomer NOEs (Arrowsmith et al., 1991). This method 
works for dimers, but the analysis becomes intractable for 
most higher-order multimers. The second method uses 
mixtures of unlabelled and ~3C,15N-labelled protein for 
heteronuclear filtered and separated 2D NMR experi- 
ments (Folkers et al., 1993; Folmer et al., 1995). This 
method also has problems for higher-order multimers: not 
all ambiguities can be resolved. This was highlighted 
recently by problems encountered in determining the 
solution structure of the p53 homotetramer (Clore et al., 
1995; Lee et al., 1995). 

We have recently suggested a computation method, 
called 'dynamic assignment', which handles both disper- 
sion (Nilges, 1995) and symmetry ambiguity (Nilges, 
1993; O'Donoghue et al., 1993). It has several advantages: 
it does not require production of labelled protein; all 
information in the spectra can be used to direct the struc- 
ture calculation; and it generalises to any kind of symme- 
try. In many cases, the best approach would be to com- 
bine both methods. The dynamic assignment method is 
similar to the (r -6) averaging method for degenerate methyl 
protons (Levy et al., 1989), although there is a subtle dif- 
ference (Nilges, 1993). Nilges previously described a pro- 
tocol which uses the dynamic assignment method to cal- 
culate structures in the general case of completely sym- 
metric multimers (1993). The protocol was tested on three 
symmetric dimer structures; in each case, the protocol 
converged to the correct dimer structure. 

In this paper we have applied the dynamic assignment 
method to the leucine zipper (LZ) domain of bZIP homo- 
dimers. In addition to their fundamental biological role 

in eucaryotic transcription activation, these proteins have 
been implicated in the oncogenic transformation of cells. 
There have been several previous NMR studies of leucine 
zippers, namely the homodimers of GCN4 (Oas et al., 
1990; Saudek et al., 1990,1991), cyclic GMP-dependent 
protein kinase (Atkinson et al., 1991), and c-Jun (Junius 
et al., 1993). To date, however, all have failed to calculate 
a complete dimer structure from the NMR data. Our ini- 
tial calculations using the previous protocol also gave a 
very low convergence rate. Since dynamic assignment puts 
an additional computational load on the calculation, it is 
important to have a reasonably high convergence rate. 

The LZ domains are a particularly difficult case for 
four reasons in addition to the symmetry degeneracy. 
Firstly, the dispersion degeneracy problem is severe in the 
case of the LZs due to the high degree of repetition in the 
sequences and structure of LZs. Secondly, since the sym- 
metry axis coincides with the principal moment of the 
molecule, we would expect fewer inter-monomer NOEs 
(which would strongly drive the calculation towards the 
correct structure), and more co-monomer NOEs (weaker 
restraints which are more difficult to assign). Many inter- 
monomer NOEs will be between symmetry-related hydro- 
gens and hence cannot be measured in a homonuclear 
experiment, since they will occur on the diagonal of the 
NOE spectrum. Thirdly, since the overall shape is highly 
extended - probably the most extended (as opposed to 
globular) protein domain studied to date - we expect to 
obtain less NOE connectivities per residue. Since the num- 
ber of NOEs per residue is a basic guide to the quality of 
an NMR structure, we are likely to have difficulties pro- 
ducing accurate structures. Finally, since NMR structure 
determination is based on the very short distances (< 5 ~)  
measurable from NOE spectra, it is indeed an open ques- 
tion whether or not the method can define the global 
structure (coiled-coil pitch) of such an extended protein. 

Given the assumption that the structure is a coiled 
coil, but without making any assumptions about which 
residues form the interface, many backbone-backbone 
NOEs can be unambiguously assigned as intra-monomer 
(O'Donoghue et al., 1993). Junius et al. (1993) recently 
used this method to calculate an approximate monomer 
structure for the Jun homodimer. As previously argued 
(O'Donoghue et al., 1993), we believe this is a better 
approach than those used to calculate monomer struc- 
tures for GCN4 (Saudek et al., 1990,1991) and cGMP- 
dependent protein kinase (Atkinson et al., 1991). Given 
that we have a reasonably accurate prior knowledge of 
the monomer structure, we develop a new protocol using 
the dynamic assignment method to exploit this knowl- 
edge. Using both model and experimental distance data 
sets, we show that the new protocol has a much higher 
convergence rate towards the correct LZ structure than 
the previous protocol. The results show that NMR can 
indeed accurately define such extended structures. We 
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have used this protocol to derive a novel solution structure 
for the c-Jun LZ homodimer. This is the first complete 
solution structure of an LZ domain (Junius et al., 1996). 

Methods 

General calculation procedures 
We did all calculations, except where noted otherwise, 

in X-PLOR 3.1 (Brfinger, 1992) using the simplified force 
field given by the parallhdg.pro and topallhdg.pro files; 
this field uses uniform values for the energy constants of 
each geometric energy term: kbond = 1000 kcal mol -~ A ~ for 
all bonds, kangle = 500 kcal mol < rad -2 for all angles, and 
kp~ .... = 500 kcalmo1-1 rad -2 for all dihedral-angle restraints 
which maintain planarity and chirality. 

Nonbonded interactions were calculated using the 
'repel' potential (Nilges et al., 1988b): 

A-1 A 

Evdw = kvdw Z Z - d )l (1)  
i=l j i+l 

where kva w = 4 kcal roof  ~/~x-4; A is the total number of 
atoms in the multimer; the scale factor s is usually set to 
0.8 giving the atomic radii used in DISGEO (Havel and 
Wfithrich, 1984); r~ and rj are the van der Waals (vdW) 
radii of atoms i and j, respectively; and d 0 is the distance 
between atoms i and j. 

In this paper, we regard each energy constant, for 
example kNOE, as having a constant value (in this case 50 
kcal mol 1 z~-2) at all stages in the refinement protocols. 
However, the contributions of the energy terms to the 
total energy, e.g. WNoEENo E, are varied during the protocol 
by changing the dimensionless weight factors, WNOE. (In 
some cases we used separate weights for the ambiguous 
and unambiguous NOE restraints, i.e. ENO E = Wambig Eambig 
q-W . . . .  big E . . . .  big.) This convention makes it meaningful to 
compare energy values at different stages of the refine- 
ment. Similarly, for dihedral-angle restraints arising from 
coupling constants we used the usual square-well poten- 
tial with an energy constant of kCD~H = 200 kcal/mol, but 
varied the weight WCD~H. 

We also use a similar convention for the other experi- 
mental energy terms: kNc s = 2 kcal mo1-1 A -2, kGSYM = 

0.5 kcalmol -~ A -2, kHI~PTAD = 2  kcalmol -~ A-2 (see below for 
an explanation of these terms). 

Since LZs are rather elongated molecules with an un- 
usually large radius of gyration, we used the size-indepen- 
dent p-factor (Maiorov and Crippen, 1995) as a measure 
for comparing similarity of structures, as well as the con- 
ventional root-mean-square deviation (rmsd). 

The dynamic assignment method 
Here we give a mathematical description of the dy- 

namic assignment method for the general case of a com- 
pletely symmetric multimer of M monomers. 

Let V P = {Vne:n = 1,...,N} denote the set of N cross-peak 
volumes obtained from the NOE spectra of a particular 
protein R We denote the frequencies corresponding to 
these cross peaks as FI~ and F2n; the sets of atoms which 
are assigned to these frequencies are denoted A n and B~, 
respectively; we partition these sets into subsets for each 
monomer, so that An,  m = {an,m,i:i = 1 ..... Ean} denotes the set 
of Ea n protons on the mth monomer with equivalent 
frequency of a particular value; Bn, m is defined similarly. 
Usually, the number of equivalent protons on each mono- 
mer, Ea and Eb, will be 1, 2 (for some methylene groups 
and aromatic protons), or 3 (methyl groups); sometimes 
it will be higher due to dispersion degeneracy. In the fol- 
lowing, we drop the last subscript for Ea and Eb values 
of 1, e.g. An, m = {an,m}. In theory, the cross-peak volume 
V~ is due to the sum of interactions between each A n 
atom and each Bn atom. Assuming the isolated two-spin 
approximation, the total volume is related to the inter- 
proton distances (d) by the following equation*: 

M M Ea n Eb n 

Vn = c Z  ~ ~ Z d(an,,,i,b .... 3) -6 (2) 
g=lm=li=l j-1 

In practice, many of the distances will be greater than 5 
and their contribution to Vn will be negligible. The scaling 
factor c is usually calculated once for each spectrum 
(some calibration methods use several different factors for 
different classes of NOEs). When dealing with symmetric 
multimers, this calibration can be problematic. To calcu- 
late c, we chose one peak, Vo, which we know arises from 
two clearly resolved protons (i.e., Ea c = Eb c = 1) with a 
known interatomic distance, e.g. two protons in a resolved 
methylene group, or certain pairs of backbone protons 
within known secondary structure elements. The problem 
in the symmetric multimer case is that we need to con- 
sider the interactions with equivalent protons on other 
monomers; strictly speaking, we can only use such a pair 
of protons, a~ and bo, for calibration if we know that 

d(ac,l,bc,0 -6 >> d(ac, l,bc,m) -6 (3) 

for all m ~e 1. Most methylene groups will satisfy this 
condition. In the case of the symmetric LZ homodimers, 
many backbone-backbone cross peaks will also satisfy 
this condition (O'Donoghue et al., 1993). Assuming this 
condition, we can calculate c from Eq. 2: 

c = Vo d(ac, l,bc, l) 6 / M (4) 

In practice, due to uncertainty introduced by possible 
non-zero inter-monomer interactions, it is best to calcu- 

*In the case of degenerate methyl groups, the exponent should be -3 
rather than -6 to account for the rapid motional averaging of the 
hydrogens. In practice, this difference is negligible. 
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late c from several reference distances. The effect of inter- 
monomer terms on Eq. 4 would be to increase c artefactu- 
ally, so unusually large values should be ignored. 

Having determined c, we can then convert all the ob- 
served volumes into restraint distances (D~) using the 
following equation: 

D~ = (Vn/cM) -1/6 (5) 

The division by M ensures consistency with the calibra- 
tion distances, i.e., D c = d(ao.~,bc,1). During refinement, 
each restraint distance is compared with the d -6 s u m  of all 
distances in the model structure which may contribute to 
the restraint, viz.: 

Dn= ~ m ~  i~ j~. d(an,g,i, b .... j (6) 

The summed distance D, is used exactly as a standard 
distance restraint originating from an unambiguous NOE. 
During refinement, the structure is constrained to satisfy 
the experimental distance restraints using the 'soft' poten- 
tial function (Nilges et al., 1988c) which switches between 
flat, square, and asymptotic behaviour: 

I/ 0 ; D , < D .  

E~o~=k~o~Z D.-Do) ~ ;~> On~Dn 
n 

[a(D.-(~)-~+ ~(D.-(y)+ Z ;D.->6 (7) 

where the parameters 0c and Z are determined by the 
requirement that the function is continuous and diffe- 
rentiable at the switching distance cy, and 13 is a settable 
parameter. This potential form can be used for both 
dispersion and symmetry-ambiguous restraints. Thus, we 
restrict the search space during refinement to conforma- 
tions which satisfy the ambiguous restraints. Finally, by 
looking at the convergence of the ensemble of final 
structures, we can decide which protons contribute signifi- 
cantly to each restraint, and hence determine the assign- 
ments. 

Co-monomer restraints 
Here, we describe an extension of the dynamic assign- 

ment method for dealing with co-monomer NOEs. Con- 
sider a NOE cross peak arising between atoms {an,,an,J 
(a pair of symmetry-related atoms on monomers 1 and 2, 
respectively) and atoms {bn,~,bn,J in the spectra of a sym- 
metric dimer. From Eq. 2, the total volume of the cross 
peak, Vn, is related to the intra- and inter-monomer dis- 
tances by: 

Vn/c = 2 d(an,l,bn,l) -6 + 2 d(an,l,bn,2) -6 (8) 

When a and b are distant from the dyad axis, one of 

these distances will be much longer than the other, hence 
the inverse sixth power will be negligible compared with 
the other, i.e. the NOE is either intra-monomer or inter- 
monomer, but does not have significant contribution from 
both terms. However, when a and b are close to the dyad 
axis, both terms may contribute significantly to Vn, i.e., 
we have a co-monomer NOE. In this case, the following 
two conditions hold: 

d(an.~,bn,~) -< dl (9) 

and 

d(an.l,bnJ _< d, (10) 

where dj is the upper limit distance for a 'significant' 
NOE signal; this is conventionally taken to be 5 A. 

Now suppose that we have identified a NOE as co- 
monomer, either from a series of structure calculations, or 
from selective labelling experiments. In the dynamic as- 
signment method above, each restraint is expressed using 
only the inverse sixth power sum as in Eq. 6. But this 
does not ensure that both Eqs. 9 and 10 are satisfied, i.e., 
that both the inter- and intra-monomer distances are less 
than dj. Particularly in cases where there are many co- 
monomer constraints, as in the LZ proteins, it is import- 
ant to enforce that the structure satisfies Eq. 10. Thus for 
each NOE which is assigned as co-monomer, we add two 
extra restraints specifying that the inter-monomer dis- 
tances d(an,l,bnj and d(an.2,bn. 0 are less than dl, in addi- 
tion to the normal summed distance restraint used in 
dynamic assignment. 

Specifying the symmetry 
The symmetry of the dimer was enforced using the 

two-term approach proposed by Nilges for specifying the 
symmetry of symmetric multimers (Nilges, 1993). One 
term applies a force which acts to keep the monomers 
superimposable using the noncrystallographic symmetry 
(NCS) restraint option in X-PLOR. The second term 
ensures that the relative orientations of the monomers are 
symmetric, using the global symmetry (GSYM) potential 
in X-PLOR 3.1. In this potential, we specify some num- 
ber, G, of pairs of atoms ag and b e and restrain all inter- 
monomer distances between them. For specifying dimer 
symmetry, we use: 

G 

EosYM = KGSVM y~ [d(ag,l,be,2 ) - d(ag,2,bg,~)] 2 (11) 
g=l  

This potential allows the structure to evolve its own axis 
of symmetry during refinement. Clearly, it is not practical 
to use all possible combinatorial pairs. Fortunately, with 
the NCS constraint, it is not necessary; it is sufficient to 
use only a small subset of pairs, provided that the subset 
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somehow spans all residues of the monomer in an equal 
manner. But which atom pairs should be chosen? Nilges 
(1993) previously proposed the following subset: ag= g C ~, 
b g = ( R - g +  1)C ~ where g= 1,...,R: here, R is the number 
of residues in each monomer, and r C ~ indicates the C ~ 
atom of residue r; we refer to this as systematic selection. 
While systematic selection gave good results for the three 
symmetric dimers used previously (Nilges, 1993), in the 
case of the coiled coils reported here, it proved unsatisfac- 
tory (see Results). Instead, we propose a more general 
selection: the ag atoms are chosen as before, but the bg 
atoms are selected at random from all possible atoms; 
thus, this is called randomised selection. 

Distance-restraint sets 

We used two homodimeric LZ structures for construct- 
ing model sets of NOE distance restraints. The first struc- 
ture, denoted GCN4-c, was based on the crystal structure 
of the LZ domain (residues 249 to 281) of yeast GCN4 
(Protein Data Bank deposition code 2ZTA; O'Shea et al., 
1991) to which we added hydrogen atoms using the 
X-PLOR HBUILD facility. The second structure, de- 
noted Jun-m, was an all-atoms model structure of the LZ 
domain (residues 285 to 323) of human Jun (O'Donoghue 
et al., 1993). This model was built beginning with a-car- 
bons positions calculated from the coiled-coil equation 
(Crick, 1953) with a pitch of 181 A, and a radius of 4.65 
A (taken from the values reported for GCN4-c by O'Shea 
et al., 1991); the coordinates of the other atoms were 
calculated using the side-chain-building method described 
by Nilges and Brfinger (1991). The final model is strictly 
symmetric, and has a coiled-coil phase angle of 0 = 33 ~ 
(found to give the lowest energy; O'Donoghue et al., 
1993). 

We generated two model sets of distance restraints 
(denoted D ~cN4~ and D J . . . .  from GCN4-c and Jun-m, 
respectively) using the following procedure implemented 
in X-PLOR. Firstly, we constructed a list of all possible 
sets of protons, A, and B n, which could in theory be re- 
solved and produce a cross peak in a NOESY spectrum. 
At this stage, equivalent protons on different monomers 
were always regarded as ambiguous and hence were 
grouped together. All methyl and methylene protons were 
assumed to have equivalent frequency and hence these 
were also grouped together. We also excluded rapidly 
exchanging protons (the amide protons of the N-terminus 
and the side chains of asparagine and glutamine; the 
amine protons of lysine; the indole proton of tryptophan; 
the imidazole proton of histidine; the guanidinium pro- 
tons of arginine; the hydroxyl protons of serine, threo- 
nine, and tyrosine; and the sulphydryl proton of cysteine). 
For each line in the remaining list, we calculated a re- 
straint distance using Eq. 5 with M = 2. Restraint dis- 
tances greater than 5.0 A were excluded. The remaining 
distances were then binned into three groups (Dn less than 

2.7, 3.5, or 5.0 h)  and written into a NOE restraint file 
in X-PLOR format. These are referred to as initial model 
distance sets. 

Two other distance restraint sets were used in this 
study, both derived from 1H NMR experiments. The 
first, denoted D acN4-s, was the data set obtained by Sau- 
dek et al. (1991) for the LZ peptide (residues 247 to 281) 
of yeast GCN4. We converted D Gc~4-S from DIANA/ 
DISMAN format into X-PLOR format using the fmto- 
xpupl routine written by Gfintert (ETH, Zfirich). The 25 
hydrogen-bond restraints per monomer obtained by 
Saudek et al. were included in the calculations involving 
bo th  D GCN4-c and D acN4-s. The spectra obtained by Saudek 

et al. could not be used to derive any dihedral-angle 
information, hence we used no dihedral angle restraints 
in our GCN4 calculations. The other distance-restraint set 
used, denoted D Jun's, was derived from NOESY spectra of 
Jun by Junius et al. (1996); 33 dihedral-angle and 31 
hydrogen-bond restraints (per monomer) have been de- 
rived for Jun, so these were used in both the D J . . . . .  and 
D Jun-'~ calculations. Hydrogen-bond restraints of 2.2 
were used between O and HN atoms, and 3.3 A between 
O and N atoms. 

As we have shown previously (O'Donoghue et al., 
1993), many distances between c~-, [3-, and NH-protons in 
a symmetric coiled coil can be unambiguously assigned as 
intra-monomer. Hence, we partitioned each distance- 
restraint set into two subsets for unambiguous or ambigu- 
ous distances. Due to increased overlap and other compli- 
cations in the experimental spectra, the subsets derived 
from the model sets D c~cN4-c and D J . . . .  were much larger 
than those obtained fi'om D GcNg's and D Jun's. Thus, we 
randomly deleted restraints from the initial model subsets 
until we were left with the same number of distances as in 
the corresponding experimental subsets (Table 1). This de- 
letion process was repeated for each structure calculation. 
The resulting model distance sets are denoted D acN4-cd and 
DJUn-md. 

The D T M  and D J . . . .  d sets have roughly the same 
amount of information as the corresponding experimental 
sets, although we have not accounted for all limitations 
and systematic biases which affect the experimental data 
sets. However, for testing protocols, the model data sets 
have the advantage that we know exactly what the 'cor- 
rect' structures should be. Thus convergence to the orig- 
inal structures is an exact measure of the success of the 
protocols. 

Correlation statistics 

The number of inter- and co-monomer NOEs, Pr, 
predicted for each residue, r, in GCN4-c was calculated 
from D ~y*~ To compare with the number of remaining 
ambiguous restraints per residue, at, the p~ numbers were 
scaled by the factor f=  Za,/Zpr. Then the correlation be- 
tween (ar,fPr) pairs was assessed using Kendall's z-test 
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TABLE 1 
STATISTICS ON DISTANCE-RESTRAINT SETS 

Distance-restraint Number of Ambiguous b Unambiguous b Restraints per Intra-monomer a Inter-monomer a Co-monomer d 
set restraints" (%) (%) residue ~ (%) (%) (%) 

GCN4-e 1095 67 33 35 83 9 8 
GCN4-s 356 78 22 8 80 1 6 
Jun-m 1445 64 36 34 85 6 9 
Jun-s 1334 84 16 12 39 0.5 2 

a The number of restraints per monomer. There are several reasons for the low number of restraints for DGCN4-s: the peptide did not give a well- 
resolved spectrum; many 'structurally irrelevant' unambiguous distances were removed; many restraints had dispersion degeneracy, and these 
were not included in the restraint list; finally, all weak NOEs were removed to minimise the number of inter-monomer restraints (since this data 
set was used to calculate monomer structures), In contrast, D Jun-s was derived from well-resolved spectra and includes 'structurally irrelevant' and 
ambiguous restraints resulting from dispersion degeneracy. 

b The initial restraint sets were subdivided into ambiguous and unambiguous subsets using the rules proposed by O'Donoghue et al. (1993). 
~ For D GcN4-c and D Jun-m, the number of NOEs per residue is calculated from the complete set of all distances < 5 ~ in the initial structures, i.e. 

GCN4-c and Jun-m. For D GcN4-s and D Jun-s, we count only the number of NOEs unambiguously assigned from the final ensembles GCN4-si and 
Jun-si. 

d Gives the percentage of NOEs assigned as either inter-monomer, intra-monomer, or co-monomer. For D GCN4-c and D Jun-rn, the assignments were 
directly calculated from the initial structures. For D CcN4-s and D Jun-s, the assignments were calculated from the final structures (GCN4-si and Jun- 
si), and a significant percentage of the restraints remained ambiguous (hence the percentages do not sum to 100%). 

(e.g. see Press et al., 1986). The test calculates the prob- 
ability that the observed correlation (or better) occurs by 
chance alone. 

Interface filter 
In the case of  GCN4-s,  we were able to identify all 

residues involved in the interface between the two mono-  
mers using the above correlation statistics. Knowledge of  
the complete set of  interface residues in a multimeric 
structure enables us to design an interface filter which 
screens out structures that do not have the correct inter- 
face. The filter uses the following principle: each interface 
residue must be in contact with at least one interface 
residue on a separate monomer.  For the current purposes, 
we define a contact between two interface residues as 
meaning that the c~-carbons are within 9 .A, consistent 
with the contacts between interface residues observed in 
GCN4-c.  We implemented this filter in X - P L O R  by defi- 
ning an ambiguous distance restraint from each interface 
residue to all interface residues on the opposite monomer.  
We did not use this filter as an additional constraint dur- 
ing the structure calculation; rather, we applied the filter 
to sets o f  final structures calculated from our dimer pro- 
tocols. We selected only those structures in which all in- 
terface residues satisfy the above restraint. This yields sets 
of  final structures from which assignments can be made. 

Naming of protocols 
In this work, we developed and compared many alter- 

native protocols. We have devised a scheme for naming 
these protocols, and also future protocols from our group. 
There are two purposes for the scheme: to allow textual 
reference to specific protocols, and to facilitate access via 
Internet. The protocol name needs to be short enough to 
be a computer file-name, but should contain enough detail 
to specify the kind of  protocol (molecular dynamical simu- 

lated annealing, metric-matrix distance geometry, etc.), the 
molecular system that it is designed for (single asymmetric 
molecule, symmetric dimer, multimer, etc.), and the type 
of  initial structure that is expected (random chain, well- 
defined molecule, refined model, etc.). The names of  the 
protocols mentioned in this paper, and the exact scheme 
for generating the names are given in Table 2. 

Calculation of monomer structures 
Monomer  structures were generated from the unam- 

biguous distance subsets, together with the hydrogen- 
bond and dihedral-angle restraints, using the protocols 
nmr/random.inp (Nilges et al., 1988a) and nmr/dgsa.inp 
(Nilges et al., 1988b) in X-PLOR 3.1; the starting point 
is a completely random set of  Cartesian coordinates. Here 
we call the combined protocol M D S A - A M - R X Y Z - I . 0 .  
We made only one modification to this protocol: increas- 
ing the weight factor o f  the N O E  restraint term by a 
factor of  three to improve convergence. 

Calculation of dimer structures 
We tested four protocols for generating dimer coiled-coil 

structures. The first two protocols, MDSA-SCC-RPP-1 .0  
and MDSA-SCC-RPP-1.1 ,  are only slightly modified ver- 
sions o f  the MDSA-SD-RPP-1 .0  protocol previously de- 
scribed by Nilges (1993). These modifications are de- 
scribed in Table 2; for details of  the MDSA-SD-RPP-1 .0  
protocol the reader is referred to the previous paper by 
Nilges (1993). These protocols assume no prior knowledge 
of  the monomer  structures. In contrast, the other two 
protocols we developed and tested, M D S A - S C C - W D M R -  
1.0 and MDSA-SCC-REFMR-1 .0 ,  exploit prior know- 
ledge o f  the monomer  structure to improve the conver- 
gence. The MDSA-SCC-WDMR-1 .0  protocol is described 
in full detail below. The differences between this protocol 
and M DSA-SCC-REFM R-1 . 0  are described in Table 2. 
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The MDSA-SCC- WDMR-I. 0 protocol 
The pro tocol  begins from a well-defined monomer  

structure by which we mean  a structure with good  geo- 
metr ical  energy and overall correct topology  - in this 

case, c~-helical. The monomers  were calculated using 

M D S A - A M - R X Y Z - 1 . 0  with the unambiguous  distance- 

restraint  subsets. The monomer  structure was initially 

or ientated such that  its geometr ic  centre coincided with 

the origin, and  its long axis lay along the x-axis. A second 

monomer  was generated from this first one by rotat ing 

the coordinates  180 ~ a round  the x-axis. The dimer was 

then refined in three stages: a high- temperature  search 

stage, an anneal ing stage, and  a minimisat ion stage. 

To mainta in  the correct  local structure of  each mono-  

mer, the initial weights on the bond  and angle terms, 

Wbona and Wangle, were set to 1.0; in addi t ion,  the hydrogen- 
b o n d  and unambiguous  distance restraints were main-  

ta ined th roughout  using the more  stringent square-well 

function for the N O E  potent ia l  (effectively setting ~ to oo 

in Eq. 7) with w . . . .  big set initially to 0.02 and 0.16 for 
G C N 4  and Jun, respectively. For  the ambiguous restraints 

we used the soft N O E  potent ia l  function with Wambig set 

initially to 0.16 and 0.5 for G C N 4  and Jun, respectively. 

Exper imenta l ly  determined dihedral-angle  ranges were 

restrained with an initial weight of  Wodih = 0.05. The sym- 

metry  of  the dimer was enforced using the NCS and 

G S Y M  constraints,  with randomised  selection for G S Y M .  

The initial value of  the weights WNcs and WGsyM were 0.1 

and 2.0, respectively, for G C N 4  and 0.2 and 1.3, respect- 

ively, for Jun. This initial weighting on WNcs is much 

higher than in the previous protocols;  this means that  the 

monomers  are const ra ined to move cooperat ively during 
the search stage. We used the ' H E P T A D '  interact ion term 

TABLE 2 
PROTOCOLS USED IN THIS PAPER 

which restrains the geometric  centres of  each symmetry-  

related heptad  to be within 10.4 ,~ using a square-well 

quadra t ic  potent ia l  (Nilges and Br/inger, 1991). Our  just i-  
fication for using this term is based on pr ior  experimental  

evidence that  G C N 4  (O'Shea  et al., 1991) and Jun form 

parallel  coiled coils. This ensures that  the two helices 

interact  in a paral lel  manner,  and  hence is appropr ia te  

only for paral lel  coiled coils (a similar term could be used 

for ant iparal le l  arrangements) .  The initial weight on the 

H E P T A D  term was WnEPTAD = 0.1. 
For  the search stage, the initial velocities were assigned 

randomly  based on a Maxwel l ian  dis t r ibut ion at 2000 K. 

All  a toms were assigned a uniform heavy mass of  100 Da.  

To speed the calculation,  nonbonded  interact ions were 

calculated only between C a atoms, using an increased 

vdW radius (s-- 1.2) and an initial  vdW weighting factor  

of  Wvd w = 0.025. For  stabili ty reasons, the p lanar  dihedral  

weight was initially set to Wpl=ar = 0.1. The following 

X - P L O R  nonbonded  parameters  were used: C U T N B  = 
100 ~ ,  T O L E R A N C E  =45 A,  and N B X M O D  =+4. The 

system was coupled to a heat  bath  (2000 K) with a fric- 

t ional  coefficient o f  10 ps -1, and the t ra jectory of  the sys- 

tem was then calculated for 100 ps using 5-fs t ime steps. 

In the annealing stage, the repel potent ia l  was turned 

on for all atoms; the initial parameters  were: C U T N B  = 

4.5 A, T O L E R A N C E  = 0.5 A, N B X M O D  = - 3 ,  s = 0.9, 

and Wvaw = 0.00075. The weight on the dihedral  term was 

increased to WCDIH = 1.0. The  system was then cooled from 

2000 to 100 K in 50-K decrements, with 1.3 ps of  dynam- 

ics per  decrement.  After  each decrement,  the following 

parameters  were mult ipl ied by constant  factors such that  

at the last decrement  (when the temperature  was 100 K), 

each paramete r  reached its final value indicated here: s = 

Protocol name a Description 

MDSA-AM-RXYZ-1.0 

MDSA-SD-RPP-1.0 
MDSA-SCC-RPP- 1.0 
MDSA-SCC-RPP- 1.1 
MDSA-SCC-WDMR-1.0 

MDSA-SCC-REFMR-1.0 

MDSA-SMU-WDMU-1.0 

MDSA-SMU-WDMR-1.0 

MDSA-SMU-REFMR-1.0 

Protocols nmr/random.inp and nmr/dgsa.inp in X-PLOR 3.1 with the weight of the NOE term increased by 
a factor of 3 
'Protocol 1' of Nilges (1993). Calculates a symmetric dimer starting from a chain with random ~-~ angles 
= MDSA-SD-RPP-1.0 + the HEPTAD term; specific for symmetric coiled coils 
= MDSA-SCC-RPP-1.0 + randomised selection for GSYM 
See text for a full description; starts with a well-defined monomer; local structure of the monomers is 
maintained during refinement, and the monomers move cooperatively 
= MDSA-SCC-WDMR-1.0, except that WNCS is set to 1.0 throughout the protocol, restricting the motion of 
the monomers to be highly cooperative. Designed to start with a refined monomer structure 
Starts with a well-defined dimer or multimer structure produced by the above protocols; no search phase; re- 
annealing and minimisation with final weights and without the HEPTAD term 
= MDSA-SCC-WDMR-1.0 without the HEPTAD term; suitable for any symmetric multimer where prior 
knowledge of the monomer structure is available 
= MDSA-SCC-REFMR-1.0 without the HEPTAD term; suitable for any symmetric multimer where prior 
knowledge of the monomer structure is available 

a We have named the protocols according to the following scheme: MDSA-aa-bbbb-nn, where MDSA stands for molecular dynamical simulated 
annealing; aa gives the molecular configuration: AM for an asymmetric molecule with no symmetry ambiguity; SMU for a symmetric multimer 
where at least some of the NOEs have symmetry ambiguity; SD for a symmetric dimer; SCC for symmetric coiled coils; bbbb gives the initial 
coordinates assumed: RXYZ, random x, y, and z coordinates; RPE random ~ and ~ angles; WDMR, well-defined monomer; WDMU, well- 
defined multimer; REFMR, refined monomer; REFM, refined molecule; nn indicates the version number of the protocol. 
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Fig. 1. Stereoview of the final 11 GCN4-ci structures showing all main-chain heavy atoms and all side-chain heavy atoms for a and d residues (grey 
lines). These structures were calculated using the MDSA-SCC-WDMR-1.0 protocol from distance data derived from the crystal structure of GCN4- 
LZ; the structures are superimposed onto the crystal structure (black lines). The N-terminus is at the top, and the C-terminus is at the bottom. 

0.8, Wambig = 1.0, WCDIH = 1.0, WQSYM = 1.0, WHEPTAD = 1.0, 
WNC s = 2.0, Wpl .... = 1.0, Wunambig = 1.5, and Wvdw = 1.0. 

All nonbonded parameters and the energy weights were 
kept at these final values in the subsequent minimisation 
stage consisting of 500 cycles of Powell energy minimi- 
sation. 

Refinement of dimer structures 
Selected dimer structures were refined using the MDSA- 

SMU-WDMU-1.0 protocol. This consisted of a further an- 
nealing stage (from 2000 to 100 K as before) followed by 
500 cycles of Powell energy minimisation. The HEPTAD 
term is turned off in this protocol. The weights of  all en- 
ergy terms were maintained at the final values throughout 
the protocol. 

Intermolecular mean force potentials 
Mean force potentials (MFP) were calculated using 

PROSA (Sippl, 1993). The total MFP for each residue 
was calculated in the presence of the other monomer. The 
intramolecular MFP was calculated in the absence of the 
other monomer. The intermolecular MFP is then the total 
MFP minus the intra-monomer MFR 

Results 

Initial dimer calculations 
We first tried to calculate the dimer structures directly 

without prior knowledge of the monomers using MDSA- 
SCC-RPP-1.0. However, the convergence rate was quite 
low: out of 50 structures calculated for each distance set, 

only seven for D J . . . .  and four for D J .... converged to 
within 2.5 A rmsd from Jun-m; three of the D GcN4"s struc- 
tures and only two for D GcN4-c converged to within 2 A 
rmsd from GCN4-c. In the majority of the structures 
which failed to converge, the two monomers had correctly 
separated from their initially coincident position, but had 
not undergone the 180 ~ rotation necessary to satisfy the 
symmetry. In retrospect, we realised that for such a reg- 
ular, extended molecule, the systematic GSYM selection 
produces this artefactual local minimum close to the triv- 
ial solution (i.e., where both monomers are completely 
coincident). 

Thus, we tried simply switching to randomised selection 
for GSYM using MDSA-SCC-RPP-I.1.  This improved 
the symmetry of the final structures, but the convergence 
rate was still quite low: seven out of 50 structures con- 
verged for D GCN4"c (using the same convergence criteria as 
above) - this is not significantly higher than the conver- 
gence rate obtained with systematic selection (Ps = 0.10; 
see Appendix for an explanation of this statistic). We 
regarded this convergence rate as unacceptably low since 
these calculations were already slowed due to the high 
level of  ambiguity in the data sets (since more distances 
have to be calculated). Therefore, we tried to improve the 
convergence by using prior information about the mono- 
mer structures. 

Developing the protocol 
Repeatedly applying the MDSA-AM-RXYZ-1.0 proto- 

col using only the initially assigned intra-monomer dis- 
tances, we generated 50 monomer structures for each 
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distance set. The structures generated were completely 
0t-helical, but the helix was twisted to varying degrees. 

Using the model distance sets and starting from these 
monomer structures, we tested many variations on the ini- 
tial dimer protocol hoping to obtain better convergence. 
Finally, we settled on MDSA-SCC-WDMR-1.0 which 
gave 30 and 28 out of  50 converged structures for D Jun'm 
and D acy4-c, respectively (same criteria as above) - clearly 

a highly significant improvement in convergence rate (p~ < 
10 4 and Ps < 10-8, respectively) over that obtained with 
MDSA-SCC-RPP-1.0. Thus, at least for the model data 
sets, MDSA-SCC-WDMR-1.0 searches conformation 
space relatively efficiently and finds the correct solution. 

Of the 50 D acN4c dimer structures, all in the top 50% 
(ranked in order of  total energy) had the correct coiled- 
coil interface (a and d residues in the interface). We se- 
lected the 11 lowest energy structures as the final ensem- 
ble (denoted GCN4-ci, where i=  1 .... ,11); these had no 
NOE violations greater than 0.5 h ,  and good covalent 
geometry (mean rmsd from ideal bond lengths, bond 
angles, and improper dihedral angles of 0.0025 + 0.0002 
A, 0.38 + 0.02 ~ and 0.39 + 0.05 ~ respectively). The final 
ensemble superimposed closely onto GCN4-c with rmsd 

-0 .8 •  A and p = 0.060 _+ 0.001 for main-chain atoms, 
rmsd = 1.9 + 0.1 A and 9 = 0.12 + 0.01 for all atoms 
(Fig. 1). 

In the case of  Jun-m calculations, all structures in the 
top 50% also had the correct coiled-coil interface; how- 
ever, in about half of these structures, the packing of one 
or two of the leucine residues was swapped. This indicates 
that the calculation had not yet converged to one struc- 
ture. Further iteration of assignment and refinement 
stages would be necessary to obtain convergence. How- 
ever, it was clear that the calculations were converging 
toward the correct structure since the two lowest-energy 
structures, and seven of the best 13 structures, had the 
correct packing. Thus, we selected these seven structures 
as the final D J . . . .  ensemble, denoted Jun-mi (i = 1 ..... 7); 
these had no NOE violations greater than 0.5 A, and 
good covalent geometry (mean rmsd from ideal bond 
lengths, bond angles, and improper dihedral angles of 
0.0075+0.0004 A, 0.81 +0.03 ~ and 0.91 +0.05 ~ respect- 
ively). These structures superimposed closely onto Jun-m 
with an rmsd= 1.1 +0.1 A and 9 =0.060+0.005 for main- 
chain atoms, and an rmsd=2.0+0.1 ]~ and p=0.10+0.01 
for all atoms (Fig. 2). 

Fig. 2. Stereoview of the final seven Jun-mi structures showing all main-chain heavy atoms and all side-chain heavy atoms for a and d residues 
(grey lines). These structures were calculated using the MDSA-SCC-WDMR-1.0 protocol from distance data derived from a model structure of 
Jun-LZ; the structures are superimposed onto the model structure (black lines). The N-terminus is at the top, and the C-terminus is at the bottom. 
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Jun-s calculations 
From the 50 monomer structures of Jun-s, we used 

MDSA-SCC-REFMR-1.0 to calculate dimer structures; 
again, the top 50% all had the correct coiled-coil inter- 
face. These were refined with MDSA-SMU-WDMU-1.0 
and the 12 lowest-energy structures, denoted Jun-si, were 
selected as the final structures; these had no NOE viol- 
ations greater than 0.5 A, and good covalent geometry 
(mean rmsd from ideal bond lengths, bond angles, and 
improper dihedral angles of 0.0010 + 0.0001/~, 0.18 + 0.01 ~ 
and 0.22 + 0.01 o, respectively). These were all within 2.5 A 
rmsd of Jun-m - a significant improvement over the 
results for MDSA-SCC-RPP-1.0 (ps=0.03). The details of 
this structure will be presented elsewhere (Junius et al., 
1996). Statistics on the assignments made from the final 
ensemble of structures are given in Table 1. In this case, 
unlike GCN4-s (below), some further inter- and co-mono- 
mer assignments could be made by additional rounds of 
calculation and assignment; however, the total number of 
assigned restraints per residue would be unlikely to in- 
crease much more. 

GCN4-s calculations 
The initial results for the D GCN4-s calculations were 

disappointing: only four out of 50 structures generated 
with MDSA-SCC-WDMR-1.0 converged to within 2.0 J~ 
of GCN4-c - i.e., not significantly better than for MDSA- 
SCC-RPP-1.0. Moreover, 19 out of the 50 structures had 
equally low energies, but had clearly incorrect interfaces 
with many or all of the a and d residues completely ex- 
posed to the solvent. These problems arise mainly because 
D ~cN4s was originally derived by Saudek et al. (1991) with 
the intention of calculating only monomer structures: they 
excluded restraints which they suspected to be inter- or co- 
monomer. However, given that four of the dimer struc- 
tures we calculated did have the correct interface, we 
suspected that this data set did contain some co-monomer 
NOEs. Thus, we proceeded with the calculation of a 
solution structure for GCN4 based only on the D GCN4"s 

data set using an iterative assignment strategy. 
We excluded obviously bad structures from the ensem- 

ble of 50 by ranking in order of total energy, and also 
separately NOE energy; structures in the worse 20% of 
either list were removed. The remaining selected struc- 
tures included a mixture of correct and incorrect inter- 
faces: each ambiguous NOE was then checked against 
these structures. We assigned an NOE as intra- or inter- 
monomer only when every selected structure gave the 
same unambiguous assignment. Details of this iteration 
assignment method will be published elsewhere (Nilges, 
M., Macias, M., O'Donoghue, S.I. and Oschkinat, H., 
manuscript in preparation). Co-monomer NOE assign- 
ments were tested by making a NOE table of all possible 
co-monomer restraints, and testing which were not viol- 
ated in all selected structures. Of the previously ambigu- 

ous assignments, 217 were unambiguously assigned as 
intra-monomer - 73 remained ambiguous. With this new 
set, we repeated the structure calculation, starting again 
from the 50 monomer structures. Again, excluding the 
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Fig. 3. (a) Correlation between the remaining ambiguous NOEs in 
D ~ (solid line) with the number of  inter- and co-monomer NOEs 
in D T M  (dotted line). The remaining ambiguous NOEs refer to the 
number after the second round of  assignments in the GCN4-s calcula- 
tion. The two distributions are very strongly correlated (Kendall's z- 
test, p < 10 -9) suggesting that we can identify the interface residues in 
GCN4-s. (b) The correlation between the remaining ambiguous NOEs 
in D GcN4-c't2 (solid line) and the number of  inter- and co-monomer 
NOEs in D T M  (dotted line). The D GcN4-c-t2 data set was extracted 
from D GCN4"c, which includes a small number of  co-monomer con- 
straints. The two distributions are also strongly correlated (p = 0.002). 
(c) The correlation between the remaining ambiguous NOEs in 
D OcN4-c-tl (solid line) versus the number of  inter- and co-monomer 
NOEs in D Gcy4-cd (dotted line). D oCN4-c'tl has only intra-monomer 
NOEs. Clearly there is a much poorer correlation (p = 0.37). 
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worst energy structures, we assigned an additional 10 
NOEs as intra-monomer, leaving only 63 as ambiguous. 
The convergence of this second round towards GCN4-c 
was a little better than in the initial round, however still 
overall poor. Since we had so far been unable to assign a 
single inter- or co-monomer NOE, we judged that more 
rounds with this approach would be not likely to con- 
verge to a single dimer structure. 

We compared the distribution of the 63 remaining am- 
biguous NOEs with distribution of inter- and co-monomer 
NOEs expected from D T M  (Fig. 3a) and we noticed a 
very strong correlation between them (p= 10-9); this sug- 
gested that the set of residues with more than one remain- 
ing ambiguous NOE can be assumed to define the inter- 
face. That is, even though the convergence towards the 
correct dimer structure was very poor, the D GcN4-s data set 

still contains enough information to enable us to map 
which residues occur at the interface. 

To check this interface-mapping idea, we set up two 
test calculations based on the D acN4c data set. For the 
first test, we constructed a data set, denoted D GcN4-c'tl, 

which contained 356 NOEs (same size as  D ~162 of which 
22% could be initially assigned as unambiguous intra- 
monomer NOEs. The remaining ambiguous NOEs were 
randomly selected from the (initially unassignable) intra- 
monomer NOEs in D aCN4c - i.e., no inter- or co-mono- 
mer NOEs. For the second test, we constructed another 
data set, denoted D GCN4-c't2, with the same size, and the 
same number of initially assignable intra-monomer NOEs, 
but with 8% of the NOEs randomly selected from the co- 
monomer NOEs in D GcN*~ The remaining ambiguous 
NOEs were selected from the initially unassignable intra- 
monomer NOEs as before. With these two data sets, we 
did two rounds of calculation and assignment, exactly as 
for D ~cN4-s. We then compared the distribution of remain- 
ing ambiguous NOEs to that of the inter- and co-mono- 
mer NOEs in D acN4c (Figs. 3b and 3c). Overall, the re- 
maining ambiguous NOEs in D GcN4"c-tl w a s  not signifi- 

cantly correlated with the distribution of inter- and co- 
monomer NOEs in D acN4"c (p  = 0.37). For a few residues, 
there does appear to be a correlation; this probably arises 
from the fact that interface residues have more intra- 
monomer NOEs than surface residues. In contrast, the 
distribution of remaining ambiguous NOEs in D GCNg'c't2 

was highly correlated to the distribution of inter- and co- 
monomer NOEs in D GcN4"c (p  = 0 .002) .  Comparing this 
correlation with the correlation for D GcN*s strongly sug- 
gests that D GCN4-s contains several co-monomer NOEs. 

Hence, we felt justified in the assumption that we had 
identified the interface residues from D GcN*s alone. The 
identified interface comprised all a and d residues and 
most b, e, and g residues. All c and f residues were ex- 
cluded. This pattern is consistent with a classic coiled- 
coil packing throughout the entire molecule; involvement 
of b residues suggests the coiled-coil phase angle, 0 

(O'Donoghue et al., 1993), is greater than 26 ~ consistent 
with the GCN4-c structure. 

Using this knowledge of the interface residues as a 
filter, we screened all the previous structures generated 
w i t h  D GcN4"s to select only those with the correct inter- 
face. We obtained nine structures from which we were 
able to assign eight co-monomer NOEs. With these co- 
monomer assignments, further structure calculations 
converged toward a single dimer structure. After seven 
more cycles of calculation and assignments, we had as- 
signed 28 co-monomer NOEs and two inter-monomer 
NOEs; 11 restraints remained ambiguous. After a final 
refinement with the MDSA-SMU-WDMU-1.0,  we sel- 
ected the 19 lowest-energy structures, denoted GCN4-si 
(i--1,...,19), as the final structures; these had no NOE 
violations greater than 0.5 ~ ,  and good covalent geom- 
etry (mean rmsd from ideal bond lengths, bond angles, 
and improper dihedral angles of 0.0029 + 0.0003 A, 
0.30 + 0.01 ~ and 0.26 + 0.01 ~ respectively). Statistics on 
the assignments made from the final ensemble of struc- 
tures are given in Table 1. 

The final assigned data set defines the backbone struc- 
ture in residues 6 to 31 on both monomers (Fig. 4). In this 
range, comparing each GCN4-si structure with GCN4-c 
gives an rmsd= 1.6+_0.2 ~ and 0=0.13 +0.02 for main- 
chain atoms, and an rmsd = 2.8 + 0.2 A and 9 = 0.22 + 0.01 
for all atoms; this indicates a relatively close agreement in 
overall main-chain structure to the crystal structure. Also 
in this range, the packing of interface residues (Fig. 4), 
and the inter-molecular MFP profile (Fig. 5) are very 
similar in the crystal and solution structures. 

Discussion 

In deriving LZ monomer structures, we have relied on 
the assumption that we can unambiguously assign many 
backbone-backbone NOEs as intra-monomer (O'Dono- 
ghue et al., 1993); these assignments are valid if the two 
monomers form helices separated by at least the known 
coiled-coil separation distance. No assumptions were 
made about which residues form the interface. Given the 
strong evidence we have in each case that these proteins 
form coiled coils, this should be a safe assumption. We 
justify our use of the HEPTAD constraint in deriving 
dimer structures with the same reasoning. If  the data are 
derived from a parallel coiled coil, then this constraint 
acts only to increase convergence, but does not influence 
the final converged structure that is reached. The con- 
straint drives both monomers to align in a parallel fashion 
- however once they are so aligned, the constraint is 
satisfied and no additional force is applied. Thus, the 
constraint is equally compatible with all coiled-coil pitch 
values, as well as non-coiled-coil geometries. The con- 
straint would also allow a substantial slip between the 
monomers. The fact that in all cases the calculation con- 
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verges to the correct coiled-coil pitch and phase indicates 
that the final structure is determined by the distance data. 
By contrast, in a previous modelling study of LZs (Nilges 
and Brfinger, 1993), the force field included an attractive 
vdW term, and an electrostatic term; in that case, conver- 
gence towards the correct pitch and phase was driven by 
the force field. 

The calculations using model distance sets suggest the 
protocol can determine LZ structures to an rmsd accu- 
racy of around 0.9 A for main-chain atoms, and 2.0 A 
for all atoms. This accuracy seems poorer than we would 
first expect, since these are model calculations. To take a 
well-known example for comparison, the rmsd between 
the BPTI crystal structure (PDB code 4PTI) and the 
ensemble of  BPTI solution structures (1PIT; Berndt et al., 
1992) is 1.0+0.1 A for main-chain atoms, and 1.7_+0.1 
for all atoms. This seems to suggest that the intrinsic 
accuracy of our protocol is the same magnitude as the 
expected accuracy of the N M R  technique - ideally, the 
protocol should have a better accuracy. However, we 
need to consider that the LZs are very elongated mol- 
ecules with unusually large radii of  gyration. For such 
molecules, the rmsd measure over-estimates the differ- 
ences. Recently, Maiorov and Crippen (1995) have pro- 

posed the size-independent 9-factor as a more robust and 
unbiased mathematical measure of similarity for poly- 
peptide chains. Using this measure, the average accuracy 
of the protocol (for Jun and GCN4) is 0.060 _+ 0.001 for 
main-chain atoms, and 0.11 + 0.01 for all atoms. Whereas, 
for the more globular BPTI, the 9-factor difference be- 
tween the crystal and solution structures is 0.10 + 0.01 for 
main-chain atoms, and 0.16 + 0.01 for all heavy atoms. 
That is, the intrinsic accuracy of the protocol with model 
data is better than the experimental accuracy of the N M R  
technique. 

This level of  accuracy clearly shows that the short- 
range distances used for the N M R  structure determina- 
tion technique can indeed accurately define a long-range 
property such as the overall pitch of the LZ coiled coil. 
The novel solution structure of the Jun LZ domain that 
we have generated using this protocol should have similar 
accuracy. These results, together with previous test calcu- 
lations with three different structural classes of protein 
(Nilges, 1993,1995), further confirm the usefulness of 
dynamic assignment in calculating accurate structures, 
even when the data sets have a high degree of ambiguity. 

The orientation of the two monomers in the GCN4-s 
solution structure calculated here depends on only 30 co- 

Fig. 4. Stereoview of the family of 19 GCN4 solution structures (grey lines) and the crystal structure (black lines) showing all main-chain heavy 
atoms and all side-chain heavy atoms for a and d residues. The N-terminus is at the top, and the C-terminus is at the bottom. The solution 
structures have been superimposed onto the crystal structure, matching the main-chain atoms in residues 6 to 31. 
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and inter-monomer NOEs (less than one per residue); 
hence, we do not present this structure as a novel, atomic- 
resolution structure. Rather, we present these results 
firstly to illustrate the use of the calculation strategy: 
applied to the original NOESY spectra of Saudek et al. 
(1991) including the suspected inter- and co-monomer 
NOEs, the method would be likely to give a reasonably 
accurate solution structure of GCN4. Secondly, we draw 
some limited conclusions about the solution structure: the 
a and d residues interact along the whole length; the 
coiled-coil phase angle, 0, is probably greater than 26~ 
the packing of residues in the interface between residues 
6 and 31 appears to be very similar to the crystal struc- 
ture; the a-position asparagine residue appears to destabi- 
lise the dimer. These conclusions are in agreement with 
the GCN4 crystal structure. 

As expected from the coincidence of the symmetry axis 
with the principal moment of the molecule, relatively few 
NOEs are purely inter-monomer for LZ domains, and 
there is a high proportion of co-monomer NOEs. This 
explains the difficulties we and others have had in gener- 
ating dimer structures for LZs. Thus, even if isotopic 
labelling methods were used, it would still be necessary to 
use dynamic assignment and co-monomer restraints. The 
novel methods presented here (co-monomer restraints and 
interface mapping) may be useful in solving other multi- 
mers with difficult symmetries. 

Since the heptad constraint was used in both the 
MDSA-SCC-RPP-1.0 and MDSA-SCC-WDMR-1.0 pro- 
tocols, the dramatic difference in their performance is 
probably due to starting with the monomer structure. 
This suggests that the MDSA-SMU-WDMR-1.0 protocol 
(i.e., MDSA-SCC-WDMR-1.0 without the HEPTAD 
term*) may be the more useful in cases where data on the 

monomer structure are available. Where no prior knowl- 
edge of the monomer is available, the previous protocol 
MDSA-SD-RPP-1.0 is still the method of choice. Our 
experience also cautions us that protocols developed using 
particular protein structure classes may not work for 
other protein classes. Hence, the protocols should be 
regarded only as prototypes for the general case of sym- 
metric multimers. 

Conclusions 

We have shown that the N M R  structure determination 
method can indeed produce correct structures even for the 
difficult case of the extended, symmetric LZ domain. This 
is demonstrated with the first complete solution structure 
of an LZ domain - the homodimer of Jun-s. The novel 
calculation methods presented here may be useful for 
studying other symmetric multimers where many NOEs 
are co-monomer, or where prior knowledge of monomer 
structures is available. 
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Appendix 
Binomial statistics for comparing the convergence of algorithms 

Here we address the question of  how to compare  the 
convergences of  two algorithms and decide if the differ- 
ence is statistically significant. We assume in this discus- 
sion that  the convergence of  an algori thm is represented 
in a binary way, i.e. for each trial calculation of  the algo- 
rithm, we consider that the result is either successful (con- 
verged) or not  successful. For N M R  structure determi- 
nation this is usually the case, since we normally have 
some definite acceptance criteria that structures either 
pass or fail. 

Assume we have two algori thms for which we have 
calculated n~ and n 2 structures, o f  which rj and r 2, respect- 
ively, have converged; the estimated convergence rates for 
the two algorithms are then p~ = rl/n 1 and P2 = r2/n2 �9 With- 
out loss of  generality, we assume that  p~ > P2 (when Pl = P2 
there is clearly no significant difference). Is the difference 
P l -  P2 significant? That  is, do the data show a significant 
difference in the convergence rate of  the two algorithms? 

We take as a null hypothesis that both  algorithms have 
the same convergence rate; the most  likely estimate of  this 
rate is: 

rl +r2 
p = - -  (A- l )  

n~ + n2 

According to the null hypothesis, the observed deviance 
of  Pl and P2 from p occurs purely by chance. Thus, the 
significance level is the probabili ty of  the observed de- 
viance or worse by chance alone. This is calculated from 
the probabili ty of  obtaining _> r~ successes or _< r' 1 = 
r o u n d ( 2 n l p -  rl) successes with n~ trials, and _> r 2 successes 
or ___ r' 2 = round(2n2p-  r2) successes with n 2 trials, where 
' round '  indicates rounding to the nearest integer number. 
Thus, the significance level is calculated using: 

n l / p r  ( l -p) '~ ' - r  + ~ (nl  l p r  (1--p)" '-r  ] 

X I ~ ( n 2  )Pr (1--p)n2-~ +r~2 (n.2)Pr (1-- P)n~-r ] 

(A-2)  

where 

n! (A-3)  

When p~ _< 0.05, we reject the null hypothesis in favour of  
the alternative hypothesis that the two algorithms have 
different convergence rates. 


